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Foundation Models for 
Sequential Decision Making
Large Pre-trained Causal Models

A Study Case of Safety Critical Systems 
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Foundation Models Roles

• Generation Capability
Directly produce action or state

• Representation Capability
Pre-trained learners of states, actions, rewards, and transaction dynamics

Foundation 
Models

External 
Entity

Interact

Feedback

Interactive Decision Making

• Interact: Perform long-term reasoning, control, search, and planning

• Feedback: Solve tasks faster and generalize better
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A Short Background of Sequential Decision Making
Task:

• Learning from interactive experience (agent ↔ environment)

Definition:

• Markov Decision Process (MDP, Puterman, 1994)

ℳ ≔< 𝑆, 𝐴, 𝑅, ℸ, 𝜇, 𝛾 >
• S: state

• A: action (behavior)

• R: reward 𝑅: 𝑆 × 𝐴 → ∆(ℝ)
• ℸ: state transition function ℸ: 𝑆 × 𝐴 → ∆(𝑆)
• 𝜇: initial state distribution 𝜇 ∈ ∆(𝑆)
• 𝛾: discount factor 𝛾 ∈ [0, 1)

𝝅: policy 𝝅: 𝑆 → ∆(𝐴)

S!: initial state S!~𝜇

Note: Expert Demonstrations

trajectory (episode):

state-action-reward tuples

𝜏" ≔ (s", a", r")
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Maximize the cumulative rewards of a policy through trial-and-error interactions with the env. 

• Reward: total discounted sum of rewards R(𝜏)

R 𝜏 ≔ &
!"#

$

𝛾!r!

𝒯 𝜋 ≔ 𝔼[&
!"#

$

𝛾!r! | ]𝜋,ℳ

• Imitation Learning and Behavior Cloning (BC)
Train a policy 𝜋 as close as 𝜋∗(expert demonstrations 𝐷&') 

BC: directly map state to action via learning a policy 𝜋

𝐿() 𝜋 ≔ 𝔼 *,, ~.!" −log 𝜋 a|s

Goal and Method

Maximizing
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Policy Gradient-based Methods

• Estimate the gradient of 𝒯 𝜋 w.r.t. the policy 𝜋

∇/𝒯 𝜋/ = 𝔼0~1#$ &
!"#

$

𝛾!∇/log𝜋/ a!|s! ;A (s!, a!)

Methods Survey

Value-based Methods
• Learn a optimal value function Q∗(s!, a!) by satisfying Bellman Optimality Constraints

𝜋∗ > s! = argmax2Q∗(s!, a)

Q∗ s!, a! = r! + 𝛾𝔼3%&'~0(3%&'|3%,2%) max2%&'Q
∗ s!78, a!78

Actor-Critic Methods

• First learn Q9(s!, a!) then learn a policy 𝜋 by setting ;A s!, a! = Q9(s!, a!)

𝒯 𝜋 ≔ 𝔼[&
()*

+

𝛾(r( | ]𝜋,ℳ

Policy Gradient

Action-Value Function
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Other Notes
Foundation Models:

• Self-supervised Learning on diverse data

• Task-specific Adaptation (Transfer Learning or Prompting)

Offline RL:

• Learn an algorithm from task specific RL dataset 𝐷#$
---

Model-based RL: need to estimate R and ℸ from dataset samples -> Learn a Model

Model-free RL: without R and ℸ → learn policy and R via interactions

---

Goal: learn multimodal, multitask, and generalist interactive agents

Foundation	Models	for	Decision	Making
Modeling 𝑝 𝜏 from 𝜏~𝐷%&
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Foundation Model Role 1: Generation Capability

Conditional Generative Models 
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Foundation Model Role 1: Generation Capability
Conditional Generative Models 

• Definition: conditional probability modeling of the trajectory distribution 𝑝(𝜏)
from an interactive dataset 𝜏~𝐷!"

• Idea: (1) Action (behaviors model)

(2) Reward & State (environment dynamics, a.k.a. world model)

• Difference: factorization of 𝑝(𝜏) → conditional probabilities multiplication

𝑝 𝑥 =)
#$%

"

𝑝(𝑥#|𝑥&#, 𝑧)

• Latent Variable 𝑧 : represent different trajectory-level properties such as goals,

skills, and dynamics constrains
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Foundation Model Role 1: Generation Capability

Conditional Generative Models 

• Difference: factorization of 𝑝(𝜏) → conditional probabilities multiplication

𝑝 𝑥 =)
#$%

'

𝑝(𝑥#|𝑥&#)

• Summation

𝐿"( 𝑝 ≔ 𝔼)~+ 0
#$%

'

−log 𝑝 𝑥#|𝑥&#
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Foundation Model Role 1: Generation Capability

Conditional Generative Models of Behavior (Actions) ← Pretraining

𝐿$' 𝜋 ≔ 𝔼(~*!" I
"+!

,

−log 𝜋 a"|𝜏-", s"

Image Credit: Reference 1



© Philips - Confidential

Foundation Model Role 1: Generation Capability

Conditional Generative Models of Behavior (Actions)

• Policy that can depend on the history of interaction 𝜋 a,|𝜏&,, s,
Encode history (𝜏&,, s,) and decode the next action a,

• An additional conditioning variable 𝑧 that captures trajectory-level information

𝐿$' 𝜋 ≔ 𝔼(~*!" I
"+!

,

−log 𝜋 a"|𝜏-", s", z(𝜏)

Others:

• Generalist Agents trained on massive behavior datasets

• Large-scale Online Learning
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Foundation Model Role 1: Generation Capability

Conditional Generative Models of World (Environment Dynamics)

• Idea: Learn Transition Dynamics ℸ and Reward Function R

from offline dataset 𝜏~𝐷!"
then improve policy 𝜋

• One-Step Prediction

𝑝 𝜏 =)
,$-

.

p(s,, r,, a,|𝜏&,) =)
,$-

.

Γ(s,|𝜏&/) < 𝜋(𝑎/|𝜏&/, 𝑠/) < ℛ(𝑟/|𝜏&/, 𝑠/, 𝑎/)

• Long-Term Future

𝑝 𝜏 = 𝑝(s-, r-, a-, … , s., r., a.)

Transition
Dynamics

Behavior
Policy

Reward
Function
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Foundation Model Role 2: Representation Capability

• Plug-and-play style of knowledge compression and transfer

• Representation learning with task specifiers

• Learning representation for Sequential Decision Making

Image Credit: Reference 1
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Foundation Model Role 2: Representation Capability

• Model-based Representations

Learning a latent state or action space of an env. by “clustering” states and actions

that yield similar transition dynamics

𝚪(s,0𝟏|𝝉&𝒕, ∅ 𝒔𝒕 , 𝒂𝒕)
ℛ(𝒓,|𝝉&𝒕, ∅ 𝒔𝒕 , 𝒂𝒕)

𝚪(∅(s,0𝟏)|𝝉&𝒕, ∅ 𝒔𝒕 , 𝒂𝒕)

• Temporal Contrastive Learning

• Masked Autoencoders
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Foundation Model Role 3: Agents and Environments

Agent

• Learning from environment feedback produced by humans, tools, or the real 

world; Building new applications

• Example: Optimize ChatGPT via RLHF

• Example: Generate API Calls (to invoke external tools and receive responses as 

feedback to support subsequent interaction)

Environment

• Example: Prompt ChatGPT
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Foundation Models Significance

• Generation Capability
Directly produce action or state
Creativity

• Representation Capability
Pre-trained learners of states, actions, rewards, and transaction dynamics
Memorizing and Reasoning
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A Study Case: Safety Critical System

Paper: ConBaT: Control Barrier Transformer for Safe Policy Learning

Author: Yue Meng [1], Sai Vemprala [2], Rogerio Bonatti [2], Chuchu Fan [1], Ashish Kapoor [2]

Affiliation: MIT, Microsoft Research
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Background and Goal

Background:

• Safety Requirement Scenario (e.g., Safe Navigation)

Goal:

• Generate safe actions by learning a safe policy 𝜋3456: 𝑆 → 𝐴

Image Credit: Reference 2
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Previous Method and Proposed Method
Previous:
• Expert Demonstrations with optimized safety constrains 
• Cons: unable to explicitly avoid unsafe actions; without unsafe behaviors
Motivation:
• Learn from safe and unsafe demonstrations
• Learn a safety critic on top of the control policy

Image Credit: Reference 2
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Base Architecture: Perception-Action Causal Transformer (PACT)

Observation: 

• Partially observable Markov decision process

State-action tuples 𝜏" ≔ (s", a") and t ∈ [0, T]
Method – First Stage:

• State-action pairs from expert demonstrations to autoregressively train both a world 

model and a policy network, using imitation learning for its training objectives.

Image Credit: Reference 3
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Base Architecture: Perception-Action Causal Transformer (PACT)
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Perception-Action Causal Transformer (PACT)
• Tokenizer:

raw observation s" and action a" data
→
compact tokens: s"., a". ∈ ℝ/

𝑇0 s" → s".
𝑇1 a" → a".

• Causal Transformer:
𝑋 s!. , a!. , … , s2. , a2. → s!3, a!3, … , s23, a23

• Policy model:
𝜋(s"3) → Va"

• World model:
∅(s"3, a"3) → s"34.

Image Credit: Reference 3
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This Work

Observation:

• Two sets of trajectories in this work:

(1) 𝜏 ∈ ∑0 → obey the desired safety constraints at all time steps

(2) 𝜏 ∈ ∑5 → lead to an unsafe terminal state

Objective:

• Mimic the action distribution from good demonstrations ∑0 (𝑆6)

• Avoiding sequences of actions that lead to the unsafe terminal states of ∑5 (𝑆7) 
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Innovation – Control Barrier Critic

Two trainable critic modules:

→ predict safety scores for the current and future expected states

• 𝐶: s"3 → Vc"
• 𝐶8: (s"3, a"3) → Vc"34

Control Barrier Function (CBF):

• ∀𝑠 ∈ 𝑆6 → h(s)≥0

• ∀𝑠 ∈ 𝑆5 =
9
9#

→ h(s)<0

Image Credit: Reference 2
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Training Critic Loss

Image Credit: Reference 2
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∆a

Va" + ∆a∗ = a"∗

Policy
Current
Static
Critic

Future
CriticWorld

Policy
< 0

3
Deployment

2
Training

Critic Head

1
Training

PACT
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Key Point – Optimize Actions to Improve Safety

If 𝐶̀8,<3= < 0:

∆a∗: gradient w.r.t. a

∆a∗ = argmin∆1𝜆 Cost(𝐶̀<34, unsafe label) + max(−C? s"3, a"3 + ∆a , 0)

a"∗ = Va" + ∆a∗
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Databases (Simulated Environment)

F1/10 race car

• 2D Racing Tracks (Playground, Silverstone, and Austin)

• Observation: distance and angle; Action: steering angle

MuSHR car

• Observation: 2D LiDAR scan; Action: steering angle
Image Credit: Reference 2
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Evaluation Metrics

(1) Collision Rate

• The percentage of trajectories in the test set that end in a crash within the cut-off time 

horizon

(2) Average Trajectory Length (ATL)

• The average length of deployment trajectories, expressed in number of time steps 

before crashing or time-out if no crash occurs.
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Databases (Simulated Environment)

F1/10 race car – Playground

Train: 1K demonstrations, each 100 timesteps long

Test: 128 trajectories for a maximum of 1000 timesteps

Image Credit: Reference 2
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Databases (Simulated Environment)

MuSHR car

Train: 10K trajectories

Test: 128 trajectories for a maximum of 5000 timesteps
Image Credit: Reference 2
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Potential Improvement

• (State, Action) ↔ Safe or Unsafe

In the real-world scenario, it should be `Fuzzy` with a probability.

Can we integrate or consider `Fuzzy Control` into this system?

• Reward Design

Non-collision rate can be regarded as a reward, right?

Can we design a new framework also with the consideration of maximizing 

the reward?
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